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individually and on behalf of all others 
similarly situated, 

Plaintiffs, 

v. 

META PLATFORMS, INC., FACEBOOK 
HOLDINGS, LLC, FACEBOOK 
OPERATIONS LLC, FACEBOOK 
TECHNOLOGIES LLC, and INSTAGRAM 
LLC, 
 

Defendants. 

 CASE NO. 4:22-cv-06617 

NOTICE BY DEFENDANTS OF REMOVAL 
OF CLASS ACTION 
 
(San Mateo Superior Court Case No. 22-CIV-
03935) 
 
Action Filed: September 27, 2022 
Trial Date: None Set 
 
 

 

Case 4:22-cv-06617-YGR   Document 1   Filed 10/27/22   Page 1 of 9



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 
 

1 
NOTICE BY DEFENDANTS OF REMOVAL OF CLASS ACTION 

CASE NO. 4:22-CV-06617 

Gibson, Dunn & 

Crutcher LLP 

TO THE CLERK OF THE UNITED STATES DISTRICT COURT FOR THE NORTHERN 

DISTRICT OF CALIFORNIA AND TO PLAINTIFF V.P. AND HER COUNSEL OF RECORD: 

PLEASE TAKE NOTICE THAT, pursuant to 28 U.S.C. §§ 1441, 1446, and 1453, and in 

accordance with 28 U.S.C. §§ 1332 and 1367, Defendants Meta Platforms, Inc., Facebook Holdings, 

LLC, Facebook Operations, LLC, Facebook Technologies, LLC, and Instagram, LLC (“Defendants”) 

hereby remove to the United States District Court for the Northern District of California the above-

captioned state court action, originally filed as Case No. 22-CIV-03935 in San Mateo County Superior 

Court, State of California.  Removal is proper on the following grounds: 

I. TIMELINESS OF REMOVAL 

1. Plaintiff V.P. (“Plaintiff”), a resident of Washington State, filed a Class Action 

Complaint on behalf of her minor daughter and multiple putative classes against Defendants in San 

Mateo County Superior Court on September 27, 2022.  Pursuant to 28 U.S.C. § 1446(a), true and 

correct copies of the (a) Summons, (b) Complaint, (c) Civil Case Cover Sheet, (d) Notice of 

Assignment, (e) Order of Recusal, (f) Affidavit of Mailing, (g) Proof of Service as to Facebook 

Holdings, LLC, (h) Proof of Service as to Facebook Operations LLC, (i) Proof of Service as to 

Instagram LLC, (j) Proof of Service as to Meta Platforms, Inc., (k) Proof of Service as to Facebook 

Technologies LLC, (l) Notice of Reassignment, (m) Notice of Case Management and Trial Setting 

Conference, (n) Affidavit of Mailing Notice of Reassignment, (o) Proof of Service as to Facebook 

Technologies LLC, (p) Proof of Service as to Facebook Holdings, LLC, (q) Proof of Service as to 

Instagram LLC, (r) Proof of Service as to Meta Platforms, Inc., (s) Proof of Service as to Facebook 

Operations LLC, (t) Case Management Order, (u) Affidavit of Mailing, and (v) Docket are attached as 

Exhibits A–V to the Declaration of Rosemarie T. Ring (“Ring Decl.”), filed concurrently with this 

notice. 

2. Plaintiff served Defendants through Defendants’ agent for service of process, 

Corporation Service Company, with the Summons and Complaint on September 28, 2022.  See Ring. 

Decl., Exs. G-K.  This notice of removal is therefore timely pursuant to 28 U.S.C. § 1446(b) because 

it is filed within the 30 days of service.  See 28 U.S.C. § 1446(b); Fed. R. Civ. P. 6(a)(1). 
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II. SUMMARY OF PLAINTIFF’S ALLEGATIONS AND GROUNDS FOR REMOVAL 

3. Removal is proper pursuant to 28 U.S.C. §§ 1441 and 1453 because this Court has 

subject-matter jurisdiction over this action and all claims asserted against Defendants under the Class 

Action Fairness Act of 2005 (“CAFA”), 28 U.S.C. § 1332(d).   

4. Under CAFA, federal courts have original jurisdiction over class actions where (1) any 

member of the putative class is a citizen of a State different from that of any defendant; (2) the putative 

class action contains at least 100 members; and (3) the amount in controversy exceeds $5 million in 

the aggregate for the entire class, exclusive of interest and costs.  See 28 U.S.C. §§ 1332(d)(2)(A), 

(d)(2)(B), (d)(5)(B), and (d)(6).   

5. CAFA applies “to any class action before or after the entry of a class certification order 

by the court with respect to that action.”  28 U.S.C § 1332(d)(8).  This case is a putative “class action” 

under CAFA because it was brought under a state statute or rule—namely, California Code of Civil 

Procedure § 382—authorizing an action to be brought by one or more representative persons as a class 

action.  See id. § 1332(d)(1)(B); see also Ring. Decl., Ex. B (“Compl.”) ¶ 82.   

6. Plaintiff’s Complaint asserts fifteen causes of action “on behalf of her minor child J.P., 

individually and on behalf of a class of all others similarly situated.”  Compl. 1; id. ¶¶ 98–181.  Plaintiff 

seeks to represent  

(1) a nationwide unjust enrichment class … on behalf of all persons in the United States 
under the age of thirteen who have Facebook or Instagram accounts and have used those 
accounts for … at least twenty-five hours at the time of class certification;  
(2) a nationwide California Unruh Civil Rights Act claim on behalf of all persons under 
the age of thirteen who have Facebook or Instagram accounts and have used those 
accounts for at least twenty-five hours at the time of class certification; and  
(3) subclass claims under the state consumer protection laws of Colorado, the District 
of Columbia, Hawaii, Idaho, Indiana, Kansas, Michigan, New Hampshire, New York, 
Ohio, Oklahoma, Utah, and Virginia on behalf of all persons in each state or territory 
under the age of thirteen who have Facebook or Instagram accounts and use those 
accounts for at least twenty-five hours at the time of class certification.   

Compl. ¶¶ 8, 82. 

7. Plaintiff seeks disgorgement of Defendants’ allegedly unjust enrichment; statutory and 

actual damages allegedly sustained as a result of Defendants’ purported civil rights and consumer 

protection violations; injunctive relief; an award of costs and legal fees; and any other relief as may be 
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appropriate.  Compl. ¶¶ 105–106, 114, 120, 124, 129, 134, 139, 144, 148, 153, 158, 163, 170, 174, 181; 

Compl. Prayer for Relief. 

8. Defendants deny any liability as to Plaintiff’s claims and as to the claims of the putative 

class members, and further deny that any class can be certified.  Defendants expressly reserve all rights, 

including, but not limited to, the right to file motions challenging the pleadings.  But for purposes of 

meeting the jurisdictional requirements for removal only, Defendants submit on a good faith basis that 

this action satisfies all requirements for federal jurisdiction under CAFA because, as set forth below, 

there is the minimum diversity of citizenship required under CAFA; the allegations in the Complaint 

identify a putative class of more than 100 members; and Plaintiff’s allegations put in controversy more 

than $5 million in the aggregate for the entire classes, exclusive of interest and costs.  See 28 U.S.C. 

§§ 1332(d)(2), (d)(5)(B), and (d)(6). 

A. There Is Minimal Diversity of Citizenship. 

9. “Under CAFA there is sufficient diversity to establish federal diversity jurisdiction so 

long as one class member has citizenship diverse from that of one defendant.”  Broadway Grill, Inc. v. 

Visa Inc., 856 F.3d 1274, 1276 (9th Cir. 2017).  Thus, the minimal diversity of citizenship requirement 

of CAFA is met if the plaintiff or “any member” of the putative class is “a citizen of a State different 

from any defendant.”  28 U.S.C. § 1332(d)(2)(A).  Removal under CAFA is permitted even if one of 

the class action defendants is a resident of the forum state.  See 28 U.S.C. § 1453(b).  

10. Plaintiff alleges (correctly) that Defendant Meta Platforms, Inc. is incorporated in 

Delaware and has its principal place of business “in Menlo Park, California.”  Compl. ¶ 14.  As a result, 

Defendant Meta Platforms, Inc. is a citizen of Delaware and California.  28 U.S.C. § 1332(c)(1) (“[A] 

corporation shall be deemed to be a citizen of every State and foreign state by which it has been 

incorporated and of the State or foreign state where it has its principal place of business.”); see Harris 

v. Rand, 682 F.3d 846, 851 (9th Cir. 2012) (“[A] corporation’s principal place of business ‘refer[s] to 

the place where a corporation’s officers direct, control, and coordinate the corporation’s activities.’” 

(quoting Hertz Corp. v. Friend, 559 U.S. 77, 92–93 (2010))).  Plaintiff also alleges (correctly) that the 

other defendants are “wholly owned by Meta.”  Compl. ¶ 15.  As a result, all defendants are citizens of 
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Delaware and California.  See Johnson v. Columbia Props. Anchorage, LP, 437 F.3d 894, 899 (9th Cir. 

2006) (“[A]n LLC is a citizen of every state of which its owners/members are citizens.”). 

11. For diversity purposes, a person is a citizen of the state in which he or she is domiciled.  

Kantor v. Wellesley Galleries, Ltd., 704 F.2d 1088, 1090 (9th Cir. 1983).  A party is domiciled where 

she “resides with the intention to remain or to which she intends to return.”  Kanter v. Warner-Lambert 

Co., 265 F.3d 853, 857 (9th Cir. 2001).  A party’s residence is prima facie evidence of his or her 

domicile.  See Cisneros Pantoja v. RAMCO Enterprises, L.P., No. 19-CV-03336-LHK, 2019 WL 

5959630, at *10 (N.D. Cal. Nov. 13, 2019).  Plaintiff represents in her Complaint that she is a resident 

of Washington State.  Compl. ¶ 13.  She is therefore considered a citizen of Washington for purposes 

of removal.  See id. 

12. Accordingly, at the time the Complaint was filed and at the time of removal, there was 

and is minimal diversity of citizenship between Plaintiff and Defendants.  See 28 U.S.C. 

§ 1332(d)(2)(A). 

B. The Putative Class Consists Of More Than 100 Members. 

13. CAFA jurisdiction exists when “the number of members of all proposed plaintiff classes 

in the aggregate” is greater than 100.  28 U.S.C. § 1332(d)(5)(B).  Both of Plaintiff’s purported 

nationwide classes encompass “all persons under the age of thirteen who have Facebook or Instagram 

accounts and have used those accounts at least twenty-five hours at the time of class certification.”  

Compl. ¶¶ 83, 85.  The Complaint alleges that “[t]here are many thousands of members of each class 

and subclass.”  Compl. ¶ 93 (emphasis added).  Thus, while Defendants deny that any class can be 

certified, the proposed classes consist of more than 100 members based on the Complaint’s allegations.  

See Kuxhausen v. BMW Fin. Servs. NA LLC, 707 F.3d 1136, 1140 (9th Cir. 2013) (CAFA’s numerosity 

requirement met when complaint referred to “hundreds of affected consumers”). 

C. The Amount in Controversy Exceeds $5 Million. 

14. A class action is removable under CAFA if “the claims of the individual class 

members,” when “aggregated,” exceeds the sum or value of $5 million, exclusive of interest and costs.  

28 U.S.C. § 1332(d)(2).  A notice of removal need only include “a plausible allegation that the amount 

in controversy exceeds the jurisdictional threshold.”  Ibarra v. Manheim Invs., Inc., 775 F.3d 1193, 
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1197 (9th Cir. 2015).  A removing defendant may make a “reasonable extrapolation[] from the 

plaintiff’s allegations suffic[ient] to establish the amount in controversy.”  Patel v. Nike Retail Servs., 

Inc., 58 F. Supp. 3d 1032, 1041 (N.D. Cal. 2014). 

15. Although Defendants deny that Plaintiff’s claims have any merit and dispute that 

Plaintiff is entitled to any of the sums sought in the Complaint, Defendants aver, for purposes of 

meeting the jurisdictional requirements for removal only, that Plaintiff’s requested monetary recovery 

exceeds $5 million.   

16. Plaintiff’s unjust enrichment allegations alone—if accepted—place in controversy more 

than $5 million.  See Lewis v. Verizon Commc’ns, Inc., 627 F.3d 395, 399 (9th Cir. 2010) (“In 

determining the amount [in controversy], we first look to the complaint.”).  The complaint states that a 

common question of law or fact supporting class certification is “[w]hether Meta obtained billions in 

profits unjustly enriching itself by profiting from the tortious endangerment of children,” Compl. 

¶ 94(b), and it seeks “to force Meta to disgorge [those] wrongfully obtained profits from advertisements 

directed at child users,” Compl. ¶ 9, Prayer for Relief.  As a result, more than $5 million is in 

controversy.  See Lewis, 627 F.3d at 399 (“Generally, ‘the sum claimed by the plaintiff controls if the 

claim is apparently made in good faith.’” (quoting St. Paul Mercury Indemnity Co. v. Red Cab Co., 303 

U.S. 283, 289 (1938))). 

17. In addition, Plaintiff’s purported Unruh Civil Rights Act class seeks statutory damages 

“in the amount of $4,000 per violation, or actual damages in an amount to be proven at trial, as well as 

injunctive relief, attorneys’ fees, and any other just and proper relief available under the law.”  Compl. 

¶ 114.  Assuming the alleged “many thousands” of purported class members who seek to recover 

statutory damages, see Comp. ¶ 93, the amount in controversy of the Unruh Civil Rights Act class 

claim alone likely exceeds $5 million.  See Jauregui v. Roadrunner Trans. Servs., Inc., 28 F.4th 989, 

993 (9th Cir. 2022) (the removing party may rely “on a chain of reasoning that includes assumptions 

to satisfy its burden to prove by a preponderance of the evidence that the amount in controversy exceeds 

$5 million”).   

18. Even without considering the various state-law consumer protection subclasses, 

injunctive relief, or attorneys’ fees, the amount-in-controversy requirement is satisfied.  See Lewis, 627 

Case 4:22-cv-06617-YGR   Document 1   Filed 10/27/22   Page 6 of 9



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 
 

6 
NOTICE BY DEFENDANTS OF REMOVAL OF CLASS ACTION 

CASE NO. 4:22-CV-06617 

Gibson, Dunn & 

Crutcher LLP 

F.3d at 401 (“Once the proponent of federal jurisdiction has explained plausibly how the stakes exceed 

$5 million, … then the case belongs in federal court unless it is legally impossible for the plaintiff to 

recover that much.” (quotation marks and citation omitted)).  

III. THIS COURT HAS JURISDICTION AND REMOVAL TO THIS COURT IS PROPER 

19. Based on the foregoing facts and allegations, this Court has original jurisdiction over 

this action pursuant to 28 U.S.C. § 1332(d) because: 

a) this is a civil action that is a class action with within the meaning of 

§ 1332(d)(1)(B); 

b) the class is minimally diverse from Defendants because a member of the putative 

class is a citizen of a state different from at least one Defendant, as required by 

§ 1332(d)(2)(A); 

c) this action involves a putative class of more than 100 persons as required by 

§ 1332(d)(5)(B); and 

d) the amount in controversy exceeds $5 million, exclusive of interest and costs as 

required by § 1332(d)(2). 

20. For these reasons, removal of this action is proper under 28 U.S.C. §§ 1441, 1446, and 

1453.  Serrano v. 180 Connect, Inc., 478 F.3d 1018, 1024 (9th Cir. 2007); 28 U.S.C. § 1441(a) (“Except 

as otherwise expressly provided by Act of Congress, any civil action brought in a State court of which 

the district courts of the United States have original jurisdiction, may be removed by the defendant or 

the defendants, to the district court of the United States for the district and division embracing the place 

where such action is pending.”).  

21. The United States District Court for Northern District of California is the appropriate 

venue for removal pursuant to 28 U.S.C. § 1441(a) because it embraces the place where Plaintiff 

originally filed this case, the Superior Court of San Mateo County.  28 U.S.C. § 84(a); see also id. 

§ 1441(a). 

22. True and correct copies of all process, pleadings, and orders served upon Defendants 

and/or filed in the state court, are filed concurrently herewith.  These filings constitute the complete 

record of all records and proceedings in the state court. 
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23. Upon filing the Notice of Removal, Defendants will furnish written notice to Plaintiff’s 

counsel, and will file and serve a copy of this Notice with the Clerk of the San Mateo County Superior 

Court, pursuant to 28 U.S.C. § 1446(d). 

24. WHEREFORE, Defendants hereby remove to this Court the above action pending 

against them in the Superior Court of California, San Mateo County. 

Dated:  October 27, 2022 GIBSON, DUNN & CRUTCHER LLP 

By:                 /s/ Rosemarie T. Ring                               
Rosemarie T. Ring 

 
          Attorneys for Defendants 

 

Dated:  October 27, 2022 COVINGTON & BURLING LLP 

By:                  /s/ Ashley M. Simonsen                               
Ashley M. Simonsen 

 
          Attorneys for Defendants 
 

 
* * * * * * 
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ATTESTATION PURSUANT TO CIVIL LOCAL RULE 5-1 

Pursuant to Civil Local Rule 5-1(h)(3) of the Northern District of California, I attest that 

concurrence in the filing of the document has been obtained from each of the other signatories to this 

document. 
 
 

Dated:  October 27, 2022 GIBSON, DUNN & CRUTCHER LLP 

By:                 /s/ Rosemarie T. Ring                               
Rosemarie T. Ring 
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SUPERIOR COURT OF THE STATE OF CALIFORNIA 

COUNTY OF SAN MATEO 

 

V.P., on behalf of her minor child J.P., 

individually and on behalf of all others similarly 

situated, 

                   Plaintiffs, 

 v. 

META PLATFORMS, INC., FACEBOOK 

HOLDINGS, LLC, FACEBOOK OPERATIONS 

LLC, FACEBOOK TECHNOLOGIES LLC, 

AND INSTAGRAM LLC, 

              Defendants. 

) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 
) 

Case No.:  
 
CLASS ACTION COMPLAINT  
 
 
 
 
 
 
 
 
 
 
 
 
 
DEMAND FOR JURY TRIAL  

 
  Plaintiffs V.P., on behalf of her minor child J.P., individually and on behalf of a class of all others 

similarly situated, bring this Complaint against Defendant Meta Platforms Inc. and various subsidiaries 

(“Meta,” “Facebook,” or “Instagram”), and state as follows: 

9/27/2022

22-CIV-03935
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INTRODUCTION 

1.  “Facebook connects people. It’s what we do. And real connection can only happen on safe 

and secure platforms. That’s why we build technology that gives you more control and helps keep you 

safe.” These words are the opening lines from a television advertisement Meta—the creator of popular 

social media products Facebook and Instagram—launched earlier this year. As these words are spoken by 

a voice actor, images of smiling Facebook users—many of whom, like in the screenshot from this 

advertisement below, appear to be children—flash on screen. The advertisement goes on to identify a 

number of specific safety features, including “industry leading AI” that represent “tools that can protect—

so you can connect.”  

 

 

 

 

 

 

 

 

 

 

 

 

 
2. This is not a new message for Meta. Since the company’s initial public offering (and well 

before), Meta has claimed that Facebook (and later, Meta’s Instagram product)(collectively, “Meta 

Products”) “include[s] robust safety tools” and “take[s] into account the unique needs of teenagers who 

use our service.” It has repeated variations of these claims a staggering number of times in a wide variety 
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of mediums. Over and over again, Meta has claimed that Facebook and Instagram are safe for children 

and teenagers to use because of the company’s algorithmic and non-algorithmic safety tools.  

3. Meta has also claimed repeatedly that Facebook and Instagram are not designed to produce 

compulsive behavior in children. For example, in or around July 2018, Meta told BBC News that “at no 

stage does wanting something to be addictive factor into” its product design process. Similarly, Meta told 

U.S. Senators in November 2020 that “we certainly do not want our products to be addictive.” 

4. Meta’s claims could not be further from the truth. A series of recent bombshell revelations 

from whistleblowers and government investigators have revealed that Meta intentionally designed and 

developed their products to work in ways that Meta knew to be problematic for and highly detrimental to 

their minor users’ mental health. Further, Meta designed its products this way because it understood that 

these product features helped make its products more habit-forming—compelling its users to maximize 

screen time. In Senate hearings following these revelations, U.S. Senator Richard Blumenthal remarked 

on the “striking” similarities between these disclosures and the discovery of Big Tobacco’s decades long 

conspiracy to deceive the American public about the health effects and addictiveness of cigarettes.  

5. Meta’s misrepresentations and omissions have made it billions. Meta profits from targeting 

advertisements at its users, including children. These representations have induced children to use (and 

their parents and guardians to permit such use of) Facebook and Instagram when they either would not 

have otherwise, or would have reduced the amount of time spent on Facebook and Instagram to safeguard 

against these health concerns. Internal documents disclosed by whistleblowers have revealed that Meta 

views “acquiring and retaining” teens as essential to the company’s survival and continued growth. 

6. Surveys indicate that forty-five percent of children older than nine but under the age of 

thirteen use Facebook on a daily basis—despite the fact that federal law prohibits sites like Facebook from 

having users under the age of thirteen. The same survey evidence indicates forty percent of children older 
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than nine but under the age of thirteen use Instagram. This is possible because Facebook and Instagram 

have no meaningful identity verification requirements—meaning children can create a Facebook or 

Instagram account simply by lying about their age. Facebook has been aware for more than a decade that 

children under the age of thirteen are using its sites because of its lack of any identity verification system. 

Indeed, it has studied and even spoken with some of these children—and even Mark Zuckerberg, Meta’s 

founder, has publicly acknowledged he is aware that children under the legal age are on Facebook and 

Instagram.  But it has chosen not to change its policies.  

7. These revelations have also shone new light on Meta’s longstanding practice of basing 

fundamental characteristics of its products—Facebook and Instagram’s Newsfeed feature—on user 

gender. Gender is a key datapoint in the algorithms Meta uses to control its newsfeeds, as are proxies for 

gender and other datapoints generated as a result of Meta’s use of gender in its newsfeeds. Users thus 

receive a fundamentally different experience based on their gender when using Facebook and Instagram. 

Whistleblower revelations show that Meta’s newsfeeds perniciously reinforce gender stereotypes 

regarding appearance and body image, to users of all genders—though with particularly devastating 

effects on pre-adolescent girls. These revelations show that just as gender discrimination in the physical 

world produces devastating consequences, discrimination in the digital world can produce the same (or 

even worse) harms. 

8. Plaintiffs bring this class action to hold Meta accountable for its misconduct. Plaintiffs 

bring (1) a nationwide unjust enrichment class claim individually and on behalf of all persons in the United 

States under the age of thirteen who have Facebook or Instagram accounts and have used those accounts 

for an for at least twenty-five hours at the time of class certification, (2) a nationwide California Unruh 

Civil Rights Act claim on behalf of all persons under the age of thirteen who have Facebook or Instagram 

accounts and have used those accounts for at least twenty-five hours at the time of class certification and 
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(3) subclass claims under the state consumer protection laws of Colorado, the District of Columbia, 

Hawaii, Idaho, Indiana, Kansas, Michigan, New Hampshire, New York, Ohio, Oklahoma, Utah, and 

Virginia on behalf of all persons in each state or territory under the age of thirteen who have Facebook or 

Instagram accounts and use those accounts for at least twenty-five hours at the time of class certification.  

9. The nationwide unjust enrichment class claim seeks to force Meta to disgorge its 

wrongfully obtained profits from advertisements directed at child users. Settled principles of unjust 

enrichment law prohibit Meta from profiting from its own tortious conduct directed at children.  

10. The nationwide Unruh Act claims seeks to hold Meta accountable for building its products 

in ways that inherently discriminate against all of its users—of all genders—based on their gender. For 

decades, California law has recognized that businesses cannot engage in differential treatment based on 

gender—precisely because such conduct can cause profound harms. But Meta chose to build its business 

empire based on gender discrimination—to build products that discriminate by design. This conduct has 

produced profound harms, in much the same way that discrimination in the brick and mortar world 

produces profound harms.   

11. The state consumer protection class claims seek to hold Meta accountable for 

systematically misrepresenting the safety of its products by imposing either statutory damages set by state 

consumer protection law or actual damages as measured through expert proof.  

12. This is not an action to recover relief for personal injuries inflicted by Meta’s Facebook or 

Instagram products. Any such claims are expressly excluded from this action and this suit has no effect 

on any class member’s ability to bring such claims. Any person who has or will prior to the date of class 

certification file a claim for personal injury related to the Facebook or Instagram products is excluded 

from this class.  
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PARTIES 

13. Plaintiff V.P. is a citizen of Washington State and the mother of 12-year-old minor J.P., on 

whose behalf she brings these claims.  

14. Defendant Meta is a Delaware corporation with its principal place of business in Menlo 

Park, California. Meta owns and operates the Facebook and Instagram social media products, which are 

widely available to users throughout the United States. 

15. Facebook Holdings, LLC, Facebook Operations, LLC, Facebook Technologies, LLC, and 

Instagram, LLC are each limited liability companies wholly owned by Meta.  

JURISDICTION AND VENUE 

16. This Court has general personal jurisdiction over Meta because its headquarters is located 

in Menlo Park, California. In addition, it has specific personal jurisdiction over Meta because Meta 

purposely availed itself of this forum by maintaining its headquarters and much of its product design 

operations in this forum and because those forum contacts are causally related to Plaintiffs’ claims.  

17. Venue is proper because Meta is headquartered in Menlo Park, California, in this County.  

FACTS 

18. The human brain is a network of cells that communicate with one each other using 

chemicals called neurotransmitters. These cells are themselves organized into structures or sets of 

structures, which play different roles in cognition. Two of the most important sets of structures within the 

brain are the limbic system—which regulates a variety of functions including the emotional processing of 

sensory systems—and the prefrontal cortex, which regulates executive function, judgment, and self-

regulation.  

19. Beginning between the ages of ten and twelve and continuing throughout adolescence, the 

limbic system develops into maturity before the prefrontal cortex. As the limbic system develops, 
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increased levels of neurotransmitters associated with rewards—like dopamine and serotonin—circulate in 

the limbic system. These changes make adolescents and pre-adolescents (a term for children in this critical 

stage of development) more emotional, more responsive to rewards, and more susceptible to boredom.  

20. Because the prefrontal cortex develops to maturity well before the limbic system, 

adolescents and pre-adolescents are prone to engage in thrill-seeking behavior without regard to the 

consequences of that behavior. Some experts on child development compare the effects of this phased 

development as being like if a car’s engine suddenly became more powerful without a braking system yet 

being installed.  

21. This change in brain chemistry has significant effects on pre-adolescent social behavior. 

All humans have a deep seated need for belonging, community, and social validation. This deep seated 

need manifests in the release of neurotransmitters whenever humans receive social rewards. But pre-

adolescents are particularly focused on obtaining social validation because of their increased susceptibility 

to thrill-seeking behavior, and because they have not yet developed the sense of self and community bonds 

that adults can rely upon to compensate in times of loneliness or isolation.   

22. Children’s brains are also different from adult brains because of their unusual 

neuroplasticity. Adolescents and pre-adolescents are more able to learn new behaviors—whether positive 

or negative—than adults. In some circumstances, this trait can be positive—the enhanced neuroplasticity 

of pre-adolescent brains is what makes pre-adolescents better able to learn foreign languages than adults, 

for example. In other circumstances though, this neuroplasticity means pre-adolescents are more 

susceptible to forming unhealthy patterns of behavior, engage in compulsive behavior, or develop 

addiction.  

23. Precisely because pre-adolescents are more likely to engage in dangerous behaviors when 

presented with stimuli that elicit thrills or other positive mental reactions, both the law and social norms 
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have developed to shield this vulnerable group from certain kinds of products that are likely to induce 

destructive behavior in them. Pre-adolescents are thus restricted from purchasing alcohol, cigarettes, 

purchasing movies or videogames with certain types of violence or sexual content, gambling, or engaging 

in any number of other activities where participants must be able to exercise self-control in the face of 

positive stimuli.  

24. But where the rest of society saw a danger to be protected against, Meta saw an opportunity. 

Meta realized that the features of the pre-adolescent brain that make them vulnerable could be harnessed 

to make pre-adolescents use Facebook and Instagram more and more—increasing the products’ 

profitability. And so Meta built features into its Facebook and Instagram products that were designed to 

provide rewards to users in intermittent and variable ways—similar to the function of a slot machine. 

Those intermittent and variable rewards were paired with a design that would feed users a literally 

unending stream of content and with algorithmic tools to maximize user engagement. And Meta was 

careful to ensure its platform had no means for parents to be able to limit their children’s engagement with 

Facebook or Instagram or for users to protect themselves from the effects of this platform.  

25. Today, Facebook is a social media product with approximately three billion users 

worldwide. Facebook is the third most visited website in the world. And Facebook makes billions in 

revenue by selling advertisements, which are displayed to the site’s users. These vast streams of money 

have made Mark Zuckerberg, Meta’s founder, one of the richest men in the world.  

26. Meta’s Instagram product has approximately one billion users worldwide and is the sixth 

most visited website in the world. Meta acquired Instagram in 2012, as part of a deliberate effort to 

maximize its market share of adolescent social media users after Meta’s Facebook product saw a slight 

decline in adolescent users in the same year. It, too, is a source of vast wealth for both Meta and Mark 

Zuckerberg.  
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27. These profits are only possible because of the users of Meta’s Facebook and Instagram 

products—without users, Meta could not profit from the sale of advertisements. Importantly, the 

relationship between Facebook and its users (and Instagram and its users) is a consumer transaction—

Meta sells its users access to the Facebook product (or the Instagram product) in exchange for the 

opportunity to show those users advertisements.  

28. The link between user engagement with Facebook and Instagram and its profitability is one 

Meta itself has acknowledged. In multiple Form 10-Ks, Meta has acknowledged that “[t]he size of our 

user base and our users’ level of engagement are critical to our success.” Because of this, Meta’s “financial 

performance has been and will continue to be significantly determined by our success in adding, retaining, 

and engaging active users.” 

29. As with other consumer transactions, prospective Facebook and Instagram users base their 

decision about whether to use Facebook or Instagram on their understanding of the features of the product, 

particularly their understanding of whether the product is safe. Meta itself has acknowledged this. For 

example, in multiple Form 10-Ks, Meta has noted that “[i]f people do not perceive our products to be 

useful, reliable, and trustworthy, we may not be able to attract or retain users or otherwise maintain or 

increase the frequency and duration of their engagement.” “Any decrease in user retention, growth, or 

engagement could render Facebook less attractive to developers and marketers, which may have a material 

and adverse impact on our revenue, business, financial condition, and results of operations.” And “changes 

in user sentiment about the quality or usefulness of our products or concerns related to privacy and sharing, 

safety, security, or other factors” could “potentially negatively affect user retention, growth, and 

engagement.” Because of the importance of user perception of the qualities of the Facebook product, 

including regarding safety, Facebook observed in its 2012 Form 10-K that user “[t]rust is the cornerstone 

of our business.”  
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30. Meta’s efforts to exploit the pre-adolescent market of social media users began as early as 

2006, when the company dramatically expanded the population of users it was willing to provide access 

to its product. Prior to 2006, Meta limited access to Facebook to college students, and insisted that college 

students provide a .edu email address to verify their status before they could use the Facebook product. 

This simple policy provided an effective barrier against minors using Facebook.  

31. In 2006, Meta eliminated the .edu email requirement and changed its policies to formally 

permit users as young as thirteen to use the Facebook product. In theory, Facebook required users under 

the age of eighteen to obtain parental permission before using Facebook. But in practice, the elimination 

of any meaningful identity verification requirement meant that users younger than thirteen or who did not 

have parental permission could easily obtain access to Facebook by lying about their age or whether they 

had parental permission. This absence of meaningful age or identity verification continues to the present. 

32. Almost immediately, children and adolescents began joining Facebook in droves. In 

October 2007, Reuters reported that teenagers were “one of the biggest groups using social network sites” 

like Facebook. In August 2008, The Guardian reported that nearly a quarter of children between the ages 

of eight and twelve in the United Kingdom had social media accounts on either Facebook or two 

competitor platforms. As noted above, this state of affairs continues today—survey evidence indicates 

staggering numbers of children under the age of thirteen use Facebook on a daily basis. Meta’s own 

evidence and internal documentation confirms the same. 

33. As the number of children and adolescents on Facebook grew, so did their engagement 

with the platform. An FTC Commissioner testified in June 2006 that “MySpace and Facebook reportedly 

rank among the top ten websites among children age 12 to 17, based on the average minutes they spent 

online.”  
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34. The presence of children under the age of thirteen on Facebook and Instagram is 

particularly significant because federal law prohibits websites from gathering user data from children 

under the age of thirteen unless the website complies with a set of stringent safety requirements. 15 U.S.C. 

§ 6502. Facebook has never attempted to comply with those safety requirements.  

35. This provision of federal law was enacted precisely because Congress recognized that 

children under the age of thirteen are particularly vulnerable to being taken advantage of by unscrupulous 

website operators. As a June 1998 report by the Federal Trade Commission observed, “[t]he immediacy 

and ease with which personal information can be collected from children online, combined with the limited 

capacity of children to understand fully the potentially serious safety and privacy implications of providing 

that information, have created deep concerns about current information practices involving children 

online.”  The same report observed that children under the age of 13 “generally lack the developmental 

capacity and judgment to give meaningful consent to the release of personal information to a third party.”  

36. Contemporaneous testimony by the Chairman of the Federal Trade Commission observed 

that the Internet “make[s] it easy for children to disclose personal information to the general public without 

their parents awareness or consent. Such public disclosures raise safety concerns.” Further, “[t]he practice 

of collecting personal identifying information directly from children without parental designs clear his 

children strains invents parental control over their family information.” 15 U.S.C. § 6502 was enacted 

precisely to respond to these serious threats to children and families’ privacy. It has remained in force 

throughout Facebook’s existence.  

37. In spite of the law, Facebook encouraged the growth of child and adolescent users on its 

platform. As the New York Attorney General’s office explained in a September 2007 letter “Facebook 

prominently advertises and promises to users that Facebook is a ‘trusted environment for people to interact 

safely,’ has ‘invested heavily in building safety controls,’ and ‘quickly takes down any objectionable 

Case 4:22-cv-06617-YGR   Document 1-3   Filed 10/27/22   Page 12 of 47



 

 

CLASS ACTION COMPLAINT AND DEMAND FOR JURY TRIAL - 12 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

material that may be posted to the site.’” The same letter noted that Facebook made these representations 

on a “‘Safety’ page on its website specifically created to address the security and privacy concerns of 

Facebook users and parents.”  

38. Beyond its webpage, the New York Attorney General’s office’s 2007 letter noted that 

Facebook executives had claimed to the public and consumers that “Facebook protects users under 18 by 

preventing adults from contacting them if the adults are not affiliated with a specific school network” and 

that “the system is built for accountability with its email validation requirement and segmentation of 

communities [meaning] misuse is both deterred and detected quickly.”  

39. As the same letter noted, those claims were not true—investigators with the New York 

Attorney General’s office discovered that users under 18 could easily be contacted by adults, frequently 

were solicited for sexual material, and were routinely exposed to harmful material on the product. 

Facebook also faced other government investigation related to the harms its product caused children at the 

same time.  

40. In the face of evidence its platform was causing harm to children, Facebook doubled 

down—it created product features that would appeal to pre-adolescents’ desires for rewards, increasing 

their engagement with the Facebook product.  At the same time, it continued its marketing of its product 

as being safe for minor users, touting purported safety tools that offered little actual protection to users.  

41. In 2009, after extensive testing, Facebook created the “Like” button. The “Like” button 

allows users to click on other user’s posts in a way that triggers a thumbs up icon to appear. The number 

of “Likes” a given post has received is publicly displayed. At all relevant times, Meta’s Instagram product 

has also included a “Like” feature, which functions in materially the same way as Facebook’s “Like” 

feature, except that a heart icon is used instead of a thumbs up icon.  
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42. The “Like” button fundamentally transformed the nature of interactions on the Facebook 

product. Suddenly, users were able to earn rewards—in the form of social validation through “Likes” from 

their peers—for posting on Facebook or Instagram. Those rewards would be both intermittent and 

variable—some posts would get more “Likes” and some would get less. Users could see whose posts got 

more “Likes” and whose got less. Facebook and Instagram’s “Like” feature allowed it to tap into the deep-

seated need for the reward of social validation, particularly acute in adolescents, and tie it to engagement 

with the Facebook and Instagram products.  

43. In the words of Samira Rajabi, the director of technology influenced pedagogy at the 

University of Colorado, Boulder, “Likes” generate a feeling of reward because “[i]t feels good to put 

yourself out there. It then gets curtailed by this sort of attention economy dynamic where nobody might 

respond or like it or engage with it, and in that way, it becomes a competition.” Similarly, Mitch Prinstein, 

the chief science officer of the American Psychological Association, has observed that “social media 

activity is closely tied to the ventral striatum” precisely because “this region gets a dopamine and oxytocin 

rush whenever we experience social rewards.”  

44. The corollary of the propensity of “Likes” to serve as a reward is that a lack of “Likes” 

represents a form of social rejection—a quantifiable indication that a pre-adolescent is less well regarded 

than their peers, or not as popular, or well-liked. As recent peer-reviewed psychological research found 

“insufficient validation on social media [is] a brief yet powerful emotional event that threaten[s] 

adolescents’ social status and elicit[s] emotional distress.” The same study found that “rejection feelings 

arising from insufficiently positive validation during a brief social media interaction were correlated with 

ecologically-valid risk factors for depression in adolescence (maladaptive day-to-day stress appraisals) 

and greater increases in depressive symptoms over 8 months.”  

Case 4:22-cv-06617-YGR   Document 1-3   Filed 10/27/22   Page 14 of 47



 

 

CLASS ACTION COMPLAINT AND DEMAND FOR JURY TRIAL - 14 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

45. Meta’s internal research on adolescent users has confirmed exactly this. As revealed by the 

slides below, drawn from multiple studies conducted by Meta, each of which have been disclosed by 

whistleblowers to the media, Meta’s user research has identified “the need for validation” in the form of 

“likes” as being a way “that Instagram harms [teen users’] mental health[.]” The broader universe of social 

comparison harms enabled and furthered by the “Like” feature—including “pressure to conform to social 

stereotypes,” and “pressure to match the money and body shapes of influencers [users who routinely obtain 

a large number of “Likes”],” have also been linked by Meta’s internal research as creating harm to 

adolescent users. As Meta’s own research observes, the consequences of this to adolescent mental health 

can be severe.  
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46. This research on adolescent users informed (or should have informed) Meta’s 

understanding of the effects of its products on pre-adolescent users. The changes in brain chemistry that 

make adolescents vulnerable to the social comparison and other related harms identified in this research 

occur in pre-adolescence. Mounting evidence that Meta’s products caused harm to adolescents thus spoke 

powerfully to the effect of Meta’s products on pre-adolescent users 
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47. Beyond the social comparison harms created through the “Like” feature, the “Like” feature 

also provides intermittent and variable rewards—which because of their underdeveloped frontal lobes, 

adolescents are particularly susceptible to. Engineers involved with designing the “Like” button have 

likened its intermittent and variable rewards to those of a slot machine. Indeed, the lead engineer behind 

the “Like” button has since criticized the addictive feedback loops associated with the “Like” feature, and 

uses browser extensions to block her own access to the Facebook site because she found her own use of 

Facebook had become compulsive. Other engineers involved with the development of the “Like” feature 

have publicly criticized the feature’s effects on user behavior.  

48. The “Like” button was also transformative because it allowed Facebook to see what kinds 

of content more users engaged with—information the company could then use to target its users with more 

of that kind of content. “Likes” thus function as a form of social surveillance.  

49. In a 2017 interview with Axios, a media company, Sean Parker, Meta’s first President, 

explained how Meta’s development of this feature (and of its Facebook product more broadly) was 

consciously driven by a desire to induce addiction or compulsive use in Facebook users. As Mr. Parker 

explained: 

The thought process that went into building these applications, Facebook being the first of 
them, to really understand it was all about: “How do we consume as much of your time 
and conscious attention as possible?” And that means that we need to sort of give you a 
little dopamine hit every once in a while, because someone liked or commented on a photo 
or a post or whatever. And that's going to get you to contribute more content, and that’s 
going to get you, you know, more likes and comments. It’s a social-validation feedback 
loop that that it’s exactly the kind of thing that a hacker like myself would come up with, 
because you’re exploiting a vulnerability in human psychology. The inventors, creators — 
it’s me, it’s Mark [Zuckerberg], it’s Kevin Systrom on Instagram, it’s all of these people 
— understood this consciously. And we did it anyway. 

 
50. “God only knows what it’s doing to our children’s brains,” Mr. Parker went on to remark 

in the same interview.  
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51. The “Like” button’s function as a surveillance tool laid the groundwork for Meta’s next 

dangerous product change—the development of the algorithmic unlimited News Feed.  

52. Facebook’s News Feed feature ranks available content and prioritizes content that its 

algorithms assess users are most likely to engage with. This has the effect—as Facebook quickly 

realized—of promoting content that it likely to generate strong reactions, because such content is more 

likely to prompt user engagement. Both Facebook and Instagram have algorithmically controlled 

newsfeeds. Instagram supplements this newsfeed feature with a number of additional algorithmically 

controlled feeds which function similarly.  

53. Testing regarding Meta’s Instagram product—which like the Facebook product uses an 

engagement based algorithmic feed—demonstrates how this structure quickly produces disturbing results. 

In 2021, Senators Richard Blumenthal, Marsha Blackburn and Mike Lee tested Instagram’s newsfeed by 

opening certain accounts indicating that the users were teenage girls. NPR reported what the Senators 

found: 
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54. The algorithmic newsfeed exacerbates the social comparison harms created by Facebook 

and Instagram’s “Like” features. As Meta’s internal research has revealed, the combination of these (and 

other) features “create[s] a perfect storm” encouraging the social comparison phenomenon its own 

research has identified as being particularly harmful. 
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55. In testimony before Congress in September 2020, Tim Kendall, Facebook’s first Director 

of Monetization explained how this combination of features—and Facebook’s broader business mode—

mirrored the tactics uses by Big Tobacco to addict users to its products:  

At Facebook, I believe we sought to mine as much human attention as possible and turn it 
into historically unprecedented profits. To do this, we didn’t simply create something 
useful and fun; we took a page from Big Tobacco’s playbook, working to make our offering 
addictive at the outset…. 
 
The next page in Big Tobacco’s playbook was to add bronchodilators to cigarettes. This 
allowed the smoke to get in contact with more surface area of the lungs. Allowing for 
misinformation, conspiracy theories, and fake news to flourish were Facebook’s 
bronchodilators. 
 
But that incendiary content wasn’t enough. Tobacco companies then added ammonia to 
cigarettes to increase the speed with which nicotine traveled to the brain. Facebook’s ability 
to deliver this incendiary content to the right person, at the right time, in the exact right 
way—through their algorithms—that is their ammonia. And we now know it fosters 
tribalism and division. 
 
Social media preys on the most primal parts of your brain; it provokes, it shocks, and it 
enrages…. 
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Facebook and their cohorts worship at the altar of engagement and cast other concerns 
aside, raising the voices of division, anger, hate, and misinformation to drown out the 
voices of truth, justice, morality, and peace. 
 
56. As Senator Blumenthal observed in Senate hearings on Meta’s conduct:  

Among other revelations, the information that you have provided to Congress is powerful 
proof that Facebook knew its products were harming teenagers. Facebook exploited teens 
using powerful algorithms that amplified their insecurities and abuses through what it 
found was an addict’s narrative. There is a question, which I hope you will discuss, as to 
whether there is such a thing as a safe algorithm. Facebook saw teens creating secret 
accounts that are often hidden from their parents as unique value proposition. In their 
words, a unique value proposition. A way to drive out numbers for advertisers and 
shareholders at the expense of safety, and it doubled down on targeting children pushing 
products on pre-teens not just teens, but pre-teens that it knows are harmful to our kids’ 
mental health and wellbeing. 
 
Instead of telling parents, Facebook concealed the facts, it sought to stonewall and block 
this information from becoming public, including to this committee when Senator 
Blackburn and I specifically asked the company. And still, even now, as of just last 
Thursday, when a Facebook witness came before this committee, it has refused this 
disclosure or even to tell us when it might decide whether to disclose additional documents. 
And they’ve continued their tactics, even after they knew the disruption it caused it. Isn’t 
just that they made money from these practices, but they continued to profit from them. 
Their profit was more important than the pain that they caused. 
 
Last Thursday, the message from Ms. Antigone Davis, Facebook’s Global Head of Safety 
was simple, “This research is not a bombshell.” and she repeated the line, not a bombshell. 
Well, this research is the very definition of a bombshell. Facebook and big tech are facing 
a big tobacco moment, a moment of reckoning, the parallel is striking. I sued big tobacco 
as Connecticut’s attorney general, I helped to lead the states in that legal action and I 
remember very, very well, the moment in the course of our litigation when we learned of 
those files that showed not only that big tobacco knew that its product caused cancer but 
that they had done the research, they concealed the files, and now we knew and the world 
knew. And big tech now faces that big tobacco jaw dropping moment of truth. It is 
documented proof that Facebook knows its products can be addictive and toxic to 
children. And it’s not just that they made money, again, it’s that they valued their profit 
more than the pain that they caused to children and their families. 
 
57. Similarly, Frances Haugen, a former Facebook data scientist, observed in media interviews 

in 2021 that ““[t]he thing I saw at Facebook over and over again was there were conflicts of interest 

between what was good for the public and what was good for Facebook. And Facebook, over and over 

again, chose to optimize for its own interests, like making more money” and repeatedly “has shown it 
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chooses profit over safety.” Ms. Haugen noted that “Facebook has realized that if they change the 

algorithm to be safer, people will spend less time on the site, they’ll click less ads, [and] they’ll make less 

money.” 

58. This conduct was targeted at pre-teens in particular. Whistleblower documents reported by 

the Wall Street Journal reveal that “Facebook has made what it called ‘big bets’ on designing products 

that would appeal to preteens across its services,” including by conducting “more than a dozen studies” 

over the past five years regarding how preteens perceive the Facebook and Instagram products, what 

product features are appealing to them, and how they view competitor products.  

59. Meta’s ability to analyze the preferences and desires of pre-adolescent users is 

unsurprising—the company has vast troves of information to be able to identify which of their users are 

children. For example, Meta’s products contain some of the most sophisticated facial recognition 

algorithms ever created—capable, for example, of identifying if one of the billions of users of its products 

is present in a photograph even if the person who posted the photograph is not connected to the user on 

Facebook. This sophisticated analysis allows Facebook to identify users based on age—including those 

users under the age of thirteen. Facebook is also able to identify users under the age of thirteen through 

its sophisticated analysis of user activity and content posted by users. Meta also routinely purchases 

information about users from data brokers, including information about user age. Meta also collects 

countless data points from its users both on and off its product platform and has developed proprietary 

algorithms that it uses to determine the actual age of each user with reasonable certainty. Meta uses these 

technologies for marketing and advertising purposes but disregards this actual and constructive knowledge 

of users under 13 when it comes to enforcing age restrictions. Meta permits millions of users under the 

age of thirteen to use Facebook and Instagram.  
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60. These revelations from whistleblower, former Facebook insiders, and congressional 

investigations make clear that Facebook’s algorithms are dangerous to user safety and wellbeing—

particularly pre-adolescents. Yet Meta has continued to advertise its algorithms as being safety tools that 

protect users—despite extensive evidence that this is simply not the case.  

61. Meta’s development of algorithmic newsfeeds also launched the beginning of purposeful 

gender discrimination in the Facebook and Instagram products.  Meta boasts that its algorithmic newsfeed 

evaluates hundreds of thousands of different datapoints—what the company calls signals—when creating 

Facebook and Instagram’s respective newsfeeds. But the company is far more coy in acknowledging that 

one of those datapoints is user gender. On information and belief, many other datapoints used in Meta’s 

algorithms are proxies for user gender. Meta collects user information regarding gender when users create 

Facebook and Instagram accounts. Meta’s vast ability to collect demographic information from its users 

allows it to determine user gender when users do not provide this information. Meta also purchases 

information about user gender from data brokers.   

62. The experiment conducted by Senators Richard Blumenthal, Marsha Blackburn and Mike 

Lee described above provides a powerful illustration of how Meta’s use of gender in its algorithmic 

newsfeeds fundamentally shapes users’ experiences on these products. It also highlights an important 

point about the nature of Meta’s use of gender—that gender plays a particularly important role in shaping 

user experience of Meta’s products early on, when the company has far fewer other datapoints related to 

user activity to base its algorithms on. The effect of this is that later datapoints generated based on user 

activity were generated as a result of engagement that would not have occurred absent earlier algorithmic 

targeting decisions based on gender—the later datapoints are inherently infused with gender.  

63. The effect of Meta’s choice to include gender as a basis for its algorithmic tailoring, to use 

proxies for gender as a basis for its algorithmic tailoring, and to use datapoints inherently infused with 
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gender as a basis for its algorithmic targeting is that each and every time users open the Facebook or 

Instagram products, the newsfeeds they see are always determined based on user gender.  

64.  One need look no further than the Meta internal studies discussed above on social 

comparison harms to understand the consequences of this gender discrimination. A striking number of the 

harms identified by Meta’s internal research connect back to the product’s reinforcement of social 

stereotypes related to gender—particularly those related to body image and appearance. As discussed 

above, these harms affect users of all genders. Such harms are the obvious and foreseeable consequence 

of building a product that discriminates by design based on gender.  

65. The scientific community has increasingly come to understand the health effects of Meta’s 

Facebook as being analogous to other addictive products. For example, the Bergen Facebook Addiction 

Scale (BFAS) was specifically developed by psychologists to assess subjects’ social media use using the 

aforementioned addiction criteria and is by far the most widely used measure of social media 

addiction. Originally designed for Facebook, BFAS has since been generalized to all social media. BFAS 

has been translated into dozens of languages and is used by researchers throughout the world to measure 

social media addiction. 

66. BFAS asks subjects to consider their social media usage with respect to the six following 

statements and answer either (1) very rarely, (2) rarely, (3) sometimes, (4) often, or (5) very often, 

(a) You spend a lot of time thinking about social media or planning how to use it. 

(b) You feel an urge to use social media more and more. 

(c) You use social media in order to forget about personal problems. 

(d) You have tried to cut down on the use of social media without success. 

(e) You become restless or troubled if you are prohibited from using social media. 

(f) You use social media so much that it has had a negative impact on your job/studies. 
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Subjects who score a “4” or “5” on at least 4 of those statements are deemed to suffer from social media 

addiction. 

67. Addictive use of social media by minors is psychologically and neurologically analogous 

to addiction to internet gaming disorder as described in the American Psychiatric Association's 2013 

Diagnostic and Statistical Manual of Mental Disorders (DSM-5), which is used by mental health 

professionals to diagnose mental disorders. Gaming addiction is a recognized mental health disorder by 

the World Health Organization and International Classification of Diseases and is functionally and 

psychologically similar to social media addiction.  

68. The increasing trend by psychologists and researchers to term compulsive use of social 

media addiction is supported by Facebook’s internal research. In November 2021, the Wall Street Journal 

reported that internal Facebook research on its users revealed that one in eight Facebook users reported 

engaging in compulsive use of social media that impacts their sleep, work, parenting, or relationships. The 

Journal reported that Meta uses a euphemism to describe this kind of behavior—“problematic use.”   

69. Following the Wall Street Journal’s report, Meta doubled down once again on its 

misrepresentations, publishing a vitriolic attack on the Journal’s reporting that denied the existence of a 

“causal link between social media and addiction” and claimed that “social media does not have a major 

detrimental impact on well-being.”  

70. In December 2021, the Surgeon General of the United States issued an Advisory, 

Protecting Youth Mental Health. This was a significant step: “A Surgeon General’s Advisory is a public 

statement that calls the American people’s attention to an urgent public health issue and provides 

recommendations for how it should be addressed.” “Advisories are reserved for significant public health 

challenges that need the nation’s immediate awareness and action.” 
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71. The Advisory identified “alarming increases in the prevalence of certain mental health 

challenges” among young people—including a 40% increase in “feelings of sadness or hopelessness” 

from the year 2009. It linked this decline to “technology platforms” and noted that “[b]usiness models are 

often built around maximizing user engagement as opposed to safeguarding users’ health and ensuring 

that users engage with one another in safe and healthy ways.” “This translates to technology companies 

focusing on maximizing time spent, not time well spent.” The Surgeon General thus called upon young 

people, their family members, and social media companies to take steps to protect the mental health and 

wellbeing of young people using their platforms. The Surgeon General’s Advisory specifically cited to 

research regarding the Facebook product’s effects on adolescent and pre-adolescent wellbeing.  

72. In the face of this call to act responsibly, Meta did not meaningfully alter its Facebook or 

Instagram products. It instead launched an advertisement campaign emphasizing how purported 

algorithmic safety tools protected users and meant Facebook was safe for children to use. One of the 

several television advertisements Facebook ran as part of this campaign is featured at the beginning of 

this complaint.  

73. Meta’s false and misleading statements regarding the safety of its platform are not limited 

to those made in its television advertisements. For example, Facebook’s Code of Conduct, available on 

Facebook’s website and published as part of Meta’s public relations response to adverse publicity, states 

that “[o]ur reach and influence require that we commit and hold ourselves accountable to a high standard, 

ensuring that we build products and programs that have a positive impact, keep people safe and serve 

everyone.” The Code of Conduct also stated that one of Facebook’s five core principles is to “keep people 

safe and protect privacy” and emphasized that “we are committed to protecting our communities from 

harm.” 

Case 4:22-cv-06617-YGR   Document 1-3   Filed 10/27/22   Page 27 of 47



 

 

CLASS ACTION COMPLAINT AND DEMAND FOR JURY TRIAL - 27 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

74. Facebook’s Code of Conduct further claims that Meta “design[s] and build[s] products that 

prioritize safety, privacy, provide appropriate warnings where necessary and articulate instructions for 

safe and responsible use.”  

75. Likewise, Mr. Zuckerberg claimed in a recent media interview that “as a product designer 

a big part of what you are designing is the emotional experience people have using it” and that “Instagram 

is a super positive space,” “the energy on Instagram is generally very positive and its easy to spend time 

there and just absorb a lot of the positivity.” Mr. Zuckerberg claimed that this occurred because of “the 

design of the [Instagram] system.”  

76. Similarly, a senior Facebook executive publicly claimed in early 2021 that “more than 

anyone else in the industry we invest on the safety and security side to sort of keep bad content off the site 

before it gets ranked and put into what people see.” The same executive claimed Facebook has “the most 

robust set of content policies out there” and “we really do more than anyone else in the industry on the 

safety and security front to prevent things like misinformation and bad content going into the system in 

the first place.” 

77. These recent false statements reinforce Facebook’s longstanding marketing of its product 

as being safe for children—marketing that, as described above, stretches back since the product opened 

its site to children by removing its .edu verification requirement.  

78. Meta’s recent advertisements have also actively encouraged children to use its Facebook 

and Instagram products. For example, in a 2021 online advertisement, Meta actively highlighted the 

content available for fifth grade children on its Facebook product, highlighting the experience of an art 

teacher who used Facebook to communicate with students during the pandemic—an experience the video 

noted was “a lot to unpack for little, tiny people.”  
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79. Meta’s decision to double down on its misrepresentations about safety and to expand its 

advertising campaigns directed at children is the product of a corporate culture that until very recently has 

been insulated from meaningful social or legal accountability.  

80. The experience of the class representative shows just how serious the consequences of 

Meta’s conduct are. Around the age of ten, J.P. began accessing the Meta Products without her parents’ 

knowledge or consent. When V.P. discovered J.P was using the Meta Products, she forbade J.P. from 

accessing the Meta Products. J.P. quickly created another account on the Meta Products. When V.P. 

discovered that account, she shut it down as well and took J.P.’s phone away. But J.P. continues to attempt 

to use the Meta products. J.P. sneaks to the family computer in the late night, often at midnight or 2 A.M. 

in the morning, to attempt to use the Meta Products. V.P. believes that J.P. also accesses the Meta Products 

while visiting friends—but V.P. cannot effectively prevent J.P. from accessing the Meta Products in this 

way without imposing draconian restrictions on her daughter.  

81. Despite V.P.’s prompt and dilligent action to protect her daughter, serious harm had already 

been done. Since using the Meta Products, J.P. has developed troubling body image issues. For example, 
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J.P. has said that when she grows up, she want to become a plastic surgeon, so she can correct the ways 

J.P. believes her body is flawed. In the many conversations V.P. has had with her daughter about these 

body image issues, the Meta Products, and the stereotypes about body image reflected in their newsfeeds, 

have been a consistent theme.  

CLASS ACTION ALLEGATIONS 

82. Pursuant to Cal. Code Civ. Pro. § 382, Plaintiffs seek certification of the following classes 

and subclasses: (1) a nationwide unjust enrichment subclass on behalf of all persons under the age of 

thirteen who have Facebook or Instagram accounts and have used those accounts for at least twenty-five 

hours at the time of class certification and (2) a nationwide Unruh Civil Rights Act subclass on behalf of 

all persons under the age of thirteen who have Facebook or Instagram accounts and have used those 

accounts for at least twenty-five hours at the time of class certification and (3) subclass claims under the 

state consumer protection laws of Colorado, the District of Columbia, Hawaii, Idaho, Indiana, Kansas, 

Michigan, New Hampshire, New York, Ohio, Oklahoma, Utah, and Virginia on behalf of all persons under 

the age of thirteen who have Facebook or Instagram accounts and have used those accounts for at least 

twenty-five hours at the time of class certification. 

83. The nationwide unjust enrichment class is defined as follows: All persons under the age of 

thirteen who have Facebook or Instagram accounts and have used those accounts at least twenty-five hours 

at the time of class certification.  

84. Plaintiff reserves the right to amend this class definition over the course of the case as 

informed by discovery. Plaintiff anticipates that discovery will reveal Meta has developed more 

sophisticated, tailored, and targeted metrics to identify those users engaged in harmful use of its products 

and can identify those users based on the data it collects.  
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85. The nationwide Unruh Civil Right Act class is defined as follows: All persons under the 

age of thirteen who have Facebook or Instagram accounts and have used those accounts for at least twenty-

five hours at the time of class certification. 

86. Plaintiff reserves the right to amend this class definition over the course of the case as 

informed by discovery. Plaintiff anticipates that discovery will reveal Meta has developed more 

sophisticated, tailored, and targeted metrics to identify those users engaged in harmful use of its products 

and can identify those users based on the data it collects.  

87. The subclass claims are defined as follows: All persons under the age of thirteen in each 

Subclass State who have Facebook or Instagram accounts and have used those accounts for at least twenty-

five hours at the time of class certification.  

88. Plaintiff reserves the right to amend this class definition over the course of the case as 

informed by discovery. Plaintiff anticipates that discovery will reveal Meta has developed more 

sophisticated, tailored, and targeted metrics to identify those users engaged in harmful use of its products 

and can identify those users based on the data it collects.  

89. Excluded from each of these classes or subclasses are all claims for personal injury related 

to Meta’s products and all persons who have or will in future prior to the date of class certification bring 

claims against Meta for personal injury. This suit does not affect in any way the right of any class member 

at any point to bring an action against Meta for harms suffered in personal injury because of the defective 

features of the Facebook product, Instagram product, or any other Meta product. Any person who has 

brought such a claim or who will bring such a claim in future prior to the date of class certification is 

excluded from the class. Also excluded from the classes or subclasses are Meta and its subsidiaries and 

affiliates, all persons who make a timely election to be excluded from the classes or subclasses, 

governmental entities, the Judge to whom this case is assigned and their immediate family, all chambers 
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staff working for the Judge to whom this case is assigned and their immediate family, and Plaintiffs’ 

counsel and their immediate families. Plaintiffs reserve the right to revise these classes or subclasses based 

on information learned through discovery or as is otherwise appropriate.  

90. Certification of Plaintiffs’ claims for class-wide treatment is appropriate because Plaintiffs 

can prove the elements of their claims on a classwide basis using the same evidence as would be used to 

prove those elements in individual actions alleging the same claim. 

91. This action has been brought and may be properly maintained on behalf of the classes or 

subclasses proposed herein under California Code of Civil Procedure §384. 

92. Ascertainability: Cal. Code Civ. Pro. § 382: Both the nationwide class and state subclasses 

are readily ascertainable. Plaintiffs may be ascertained from Meta’s books and records and through expert 

proof. All class members share a common cause of action against Meta. Class members may be notified 

of the pendency of this action by recognized, Court-approved notice dissemination methods, which may 

include U.S. Mail, electronic mail, Internet postings, and/or published notice. 

93. Numerosity: The members of the Class are so numerous and geographically dispersed that 

individual joinder of all Class members is impracticable. There are many thousands of members of each 

class and subclass. The precise number of class and subclass members is unknown to Plaintiffs but may 

be ascertained from Meta’s books and records and through expert proof. Class members may be notified 

of the pendency of this action by recognized, Court-approved notice dissemination methods, which may 

include U.S. Mail, electronic mail, Internet postings, and/or published notice. 

94. Community of Interest: The class has a shared community of interest because this action 

involves common questions of law and fact, which predominate over any questions affecting individual 

Class members, including, without limitation: 

(a) Whether Meta engaged in the conduct described in this complaint;  
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(b) Whether Meta obtained billions in profits unjustly enriching itself by profiting from 

the tortious endangerment of children; 

(c) Whether Meta deliberately markets its products to children;  

(d) Whether Meta knowingly permits children under thirteen to use its products;  

(e) Whether Meta’s age and identity verification requirements are grossly inadequate;  

(f) Whether Meta misrepresented the features of its products, particularly its safety 

tools;  

(g) Whether Meta structured its products to include variable and intermittent rewards 

similar to a slot machine;  

(h) Whether Meta’s products inflict social comparison and other related harms;  

(i) Whether pre-adolescents are uniquely vulnerable to the harms created by Meta’s 

products; and  

(j) Whether Plaintiffs are entitled to damages and injunctive relief.  

95. Typicality: Plaintiffs’ claims are typical of the other class and subclass members’ claims 

because, among other things, all class and subclass members were comparably injured through Meta’s 

wrongful conduct as described above. 

96. Adequacy: Plaintiffs are adequate class representatives because their interests do not 

conflict with the interests of the other members of the classes and subclasses they seek to represent; 

Plaintiffs have retained counsel competent and experienced in complex class action litigation; and 

Plaintiffs intend to prosecute this action vigorously. The classes and subclasses interests will be fairly and 

adequately protected by Plaintiffs and their counsel. 

97. Substantial Benefit: A class action will provide substantial benefits to the class members 

compared to any other available means for the fair and efficient adjudication of this controversy, and no 
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unusual difficulties are likely to be encountered in the management of this class action. The damages or 

other detriment suffered by Plaintiffs and the other class or subclass members are relatively small 

compared to the burden and expense that would be required to individually litigate their claims against 

Meta, so it would be impracticable for the members of the Classes to individually seek redress for Meta’s 

wrongful conduct. Importantly, this action does not seek recovery for damages for personal injury—it is 

focused on clearly distinct harms related to Meta’s unjust enrichment, gender discrimination, and 

omissions and misrepresentations. Such injuries are not feasible to remedy through individual litigation. 

Even if Class members could afford individual litigation, the court system could not. Individualized 

litigation creates a potential for inconsistent or contradictory judgments and increases the delay and 

expense to all parties and the court system. By contrast, the class action device presents far fewer 

management difficulties and provides the benefits of single adjudication, economy of scale, and 

comprehensive supervision by a single court. 

COUNT I 

On Behalf of the Unjust Enrichment Subclass 

For Unjust Enrichment 

98. Plaintiffs incorporate ¶¶1-97 by reference. 

99. Meta was unjustly enriched because it received a benefit from Plaintiffs, understood it 

received a benefit from Plaintiffs, and did so in circumstances in which acceptance or retention of the 

benefit was inequitable.  

100. The benefit Meta received was in the form of user time by minors spent on its product and 

engagement with its product, which is valuable to Meta because Meta’s profits from advertisements are 

inextricably linked to user engagement with its platform.  

101. Unlike a billboard, where an advertiser pays a set fee to display an advertisement in a 

particular place, regardless of whether anyone actually sees that advertisement, Meta only charges 
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advertisers for impressions (a user seeing an ad) and clicks (when a user clicks on an ad). The price of 

advertisements on Meta’s products is set by a complex bidding process based on what users advertisers 

are targeting. In order to facilitate this structure, Meta retains extensive records of what advertisements by 

which advertisers were seen by what users and what Meta was paid for that advertisement.  

102. On information and belief, because of this structure, it is possible to identify through an 

analysis of Meta’s records the amount of money Meta made from showing advertisements to class 

members, both as a whole and on an individual basis.  

103. Acceptance or retention of the benefit of minor time spent on its products (and the resulting 

profits) was inequitable because Plaintiffs were induced to spend time on Meta’s platform through the 

tortious conduct described above. Plaintiffs and the nationwide punitive class members have an equitable 

right to the money that Defendant has reaped from advertisers that is superior to Defendant’s claim.   

104. Defendant’s algorithms induced Plaintiffs to develop addictive behaviors to Meta Products. 

These behaviors only created increased profits from Defendant based on user engagement.  

105. Every dollar derived from members of the unjust enrichment class was taken in violation 

of federal laws which exist to protect children under the age of thirteen from being exploited for profit. 

Every dollar derived from members of the unjust enrichment class was taken while knowingly putting 

children in harm’s way. Plaintiffs and the nationwide class members have an equitable right to the money 

that Defendant has reaped from advertisers that is superior to Defendant’s claim.   

106. Meta acted with knowledge of the underlying wrong to Plaintiffs or despite a known risk 

that the conduct in question violated the rights of Plaintiffs. It is thus liable for its net profits incurred as 

a result of its unjust enrichment.  

COUNT II 
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On Behalf of the Unruh Civil Rights Act Subclass 

For Damages Under Unruh Civil Rights Act 

107. Plaintiffs incorporate ¶¶1-97 by reference. 

108. The California Unruh Civil Rights Act provides that “[a]ll persons within the jurisdiction 

of this state are free and equal, and no matter what their sex ... are entitled to the full and equal 

accommodations, advantages, facilities, privileges, or services in all business establishments of every kind 

whatsoever.” Cal. Civ. Code § 51. 

109. The Unruh Act prohibits arbitrary discrimination by businesses on the basis of specified 

classifications, including sex.  

110. “Sex includes, but is not limited to, a person's gender...” Cal. Civ. Code § 51(e)(5). Sex 

also “includes a perception that the person has any particular characteristic or characteristics within the 

listed categories or that the person is associated with a person who has, or is perceived to have, any 

particular characteristic or characteristics within the listed categories.” Cal. Civ. Code § 51(e)(6).  

111. Defendant and its Meta Products are a “business establishment” within the meaning of the 

Act. Defendant is headquartered in California, and its primary purpose and goal in operating Meta is to 

conduct business, generate revenue, and earn profits. Defendant earns billions of dollars in revenues from 

its business activities conducted in California. The Unruh Act also applies to business services that are 

conducted wholly over the internet.  

112. Defendant has intentionally, knowingly, and purposefully engaged in discriminatory 

conduct by designing algorithms that discriminate against users on the basis of sex. These discriminatory 

algorithms deny users full and equal accommodations, advantages, facilities, privileges, or services of 

Meta Products by categorizing and segregating its users by gender.  
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113. Meta violated the Unruh Act each and every time it discriminated based on gender while 

providing the Meta Products to Plaintiffs, including, but not limited to, each and every time it generated 

an algorithmic newsfeed.  

114. Pursuant to Cal. Civ. Code § 52(a), Plaintiffs seek monetary relief against Defendant of 

statutory damages in the amount of $4,000 per violation, or actual damages in an amount to be proven at 

trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available under the 

law. 

COUNT III 

On Behalf of the Colorado Consumer Protection Subclass 

For Damages Under Colorado Consumer Protection Law 

115. Plaintiffs incorporate ¶¶1-97 by reference. 

116. The Colorado Consumer Protection Act (Colorado CPA) prohibits deceptive practices in 

the course of a person’s business, including but not limited to “fail[ing] to disclose material information 

concerning goods, services, or property which information was known at the time of an advertisement or 

sale if such failure to disclose such information was intended to induce the consumer to enter into a 

transaction.” Colo. Rev. Stat. § 6-1-105. 

117. Defendant is a “person” under Colo. Rev. Stat. § 6-1-102(6). 

118. Plaintiffs and Colorado Class members are “consumers” for purposes of Col. Rev. Stat. § 

6-1-113(1)(a). 

119. Each Defendant’s conduct, as set forth above, occurred in the conduct of trade or 

commerce. 

120. Pursuant to Colo. Rev. Stat. § 6-1-113, Plaintiffs seek monetary relief against Defendant 

in the form of statutory damages in the amount of $500 for each class member or actual damages in an 
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amount to be proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper 

relief available under the law. 

COUNT IV 

On Behalf of the District of Columbia Consumer Protection Subclass 

For Damages Under District of Columbia Consumer Protection Law 

121. Plaintiffs incorporate ¶¶1-97 by reference. 

122. D.C. Code § 28-3904 forbids “any person to engage in an unfair or deceptive trade 

practice[.]”  

123. Defendant is a “person” within the meaning of this statute.  

124. Pursuant to D.C. Code § 28-3905(k)(1), Plaintiffs seek monetary relief against Defendant 

in the amount of $1,500 in statutory damages for each class member or actual damages in an amount to 

be proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available 

under the law. 

 

COUNT V 

On Behalf of the Hawaii Consumer Protection Subclass 

For Damages Under Hawaii Consumer Protection Law 

125. Plaintiffs incorporate ¶¶1-97 by reference. 

126. Hawaii Rev. Stat. § 480-2(a) prohibits “unfair methods of competition and unfair or 

deceptive acts or practices in the conduct of any trade or commerce.” 

127. Each Defendant is a “person” under Hawaii Rev. Stat. § 480-1. 

128. Plaintiffs and Hawaii Class members are “consumer[s]” as defined by Hawaii Rev. Stat. § 

480-1, who purchased or leased the Polluting Vehicles at issue. 
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129. Pursuant to Hawaii Rev. Stat. § 480-13, Plaintiffs seek monetary relief in the form of 

statutory damages of $1,000 for each class member or actual damages in an amount to be proven at trial, 

as well as injunctive relief, attorneys’ fees, and any other just and proper relief available under the law. 

COUNT VI 

On Behalf of the Idaho Consumer Protection Subclass 

For Damages Under Idaho Consumer Protection Law 

130. Plaintiffs incorporate ¶¶1-97 by reference. 

131. The Idaho Consumer Protection Act (Idaho CPA) prohibits deceptive business practices, 

including engaging in any unconscionable method, act or practice in the conduct of trade or commerce. 

Idaho Code Ann. § 48-603. 

132. Defendant is a “person” under Idaho Code Ann. § 48-602(1).  

133. Defendant’s acts or practices as set forth above occurred in the conduct of “trade” or 

“commerce” under Idaho Code Ann. Idaho Code Ann. § 48-602(2). 

134. Pursuant to Idaho Code Ann. § 48-608, Plaintiffs seek monetary relief against each 

Defendant in the amount of $1,000 in statutory damages for each plaintiff or actual damages in an amount 

to be proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief 

available under the law. 

COUNT VII 

On Behalf of the Indiana Consumer Protection Subclass 

For Damages Under Indiana Consumer Protection Law 

135. Plaintiffs incorporate ¶¶1-97 by reference. 

136. Indiana’s Deceptive Consumer Sales Act (Indiana DCSA) prohibits a person from 

engaging in a “deceptive business practice[s].”  

137. Defendant is a “person” within the meaning of Ind. Code § 25-5-0.5-2(a)(2). 
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138. Plaintiffs’ interactions with Facebook and Instagram are “consumer transactions” within 

the meaning of Ind. Code § 24-5-0.5-2(a)(3). 

139. Pursuant to Ind. Code § 24-5-0.5-4, Plaintiffs seek monetary relief against Defendant of 

statutory damages in the amount of $500 for each plaintiff or actual damages in an amount to be proven 

at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available under the 

law. 

COUNT VIII 

On Behalf of the Kansas Consumer Protection Subclass 

For Damages Under Kansas Consumer Protection Law 

140. Plaintiffs incorporate ¶¶1-97 by reference. 

141. The Kansas Consumer Protection Act (Kansas CPA) states “[n]o supplier shall engage in 

any deceptive act or practice in connection with a consumer transaction.” Kan. Stat. Ann. § 50-626(a). 

Deceptive acts or practices include but are not limited to “the willful use, in any oral or written 

representation, of exaggeration, falsehood, innuendo or ambiguity as to a material fact” and “the willful 

failure to state a material fact, or the willful concealment, suppression or omission of a material fact.” 

Kan. Stat. Ann. § 50-626. 

142. Plaintiffs and are “consumers” within the meaning of Kan. Stat. Ann. § 50-624(b). 

143. Plaintiffs’ relationships with Facebook and Instagram are “consumer transactions” within 

the meaning of Kan. Stat. Ann. § 50-624(c). 

144. Pursuant to Kan. Stat. Ann. § 50-634, Plaintiffs seek monetary relief against Defendant of 

statutory damages in the amount of $10,000 for each plaintiff or actual damages in an amount to be proven 

at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available under the 

law. 

COUNT IX 
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On Behalf of the Michigan Consumer Protection Subclass 

For Damages Under Michigan Consumer Protection Law 

145. Plaintiffs incorporate ¶¶1-97 by reference. 

146. Mich. Comp. Laws Ann. § 445.903 states that “[u]nfair, unconscionable, or deceptive 

methods, acts, or practices in the conduct of trade or commerce are unlawful,” including “[r]epresenting 

that goods or services have sponsorship, approval, characteristics, ingredients, uses, benefits, or quantities 

that they do not have,”  “[m]aking a representation of fact or statement of fact material to the transaction 

such that a person reasonably believes the represented or suggested state of affairs to be other than it 

actually is,” and “[f]]ailing to reveal facts that are material to the transaction in light of representations of 

fact made in a positive manner.” 

147. Defendant is engaged in “the conduct of trade or commerce” within the meaning of this 

statute.  

148. Pursuant to Mich. Comp. Laws Ann. § 445.911, Plaintiffs seek monetary relief against 

Defendant of statutory damages in the amount of $250 for each plaintiff or actual damages in an amount 

to be proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief 

available under the law. 

COUNT X 

On Behalf of the New Hampshire Consumer Protection Subclass 

For Damages Under New Hampshire Consumer Protection Law 

149. Plaintiffs incorporate ¶¶1-97 by reference. 

150. The New Hampshire Consumer Protection Act prohibits a person, in the conduct of any 

trade or commerce, from “using any unfair or deceptive act or practice,” including “but . . . not limited to, 

the following: . . . [r]epresenting that goods or services have . . . characteristics, . . . uses, benefits, or 

quantities that they do not have”; “[r]epresenting that goods or services are of a particular standard, quality, 
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or grade, . . . if they are of another”; and “[a]dvertising goods or services with intent not to sell them as 

advertised.” N.H. Rev. Stat. § 358-A:2. 

151. Both Defendant and Plaintiffs are “persons” under N.H. Rev. Stat. § 358-A:1. 

152. Defendant’s conduct occurred in the conduct of trade or commerce within the meaning of 

this statute.  

153. Pursuant to N.H. Rev. Stat. § 358-A:10, Plaintiffs seek monetary relief against Defendant 

of statutory damages in the amount of $1,000 for each plaintiff or actual damages in an amount to be 

proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available 

under the law. 

COUNT XI 

On Behalf of the New York Consumer Protection Subclass 

For Damages Under New York Consumer Protection Law 

154. Plaintiffs incorporate ¶¶1-97 by reference. 

155. The New York General Business Law (New York GBL) makes unlawful “[d]eceptive acts 

or practices in the conduct of any business, trade or commerce.” N.Y. Gen. Bus. Law § 349. 

156. Plaintiffs and New York Class members are “persons” within the meaning of N.Y. Gen. 

Bus. Law § 349(h). 

157. Defendant is a “person,” “firm,” “corporation,” or “association” within the meaning of 

N.Y. Gen. Bus. Law § 349. 

158. Pursuant to N.Y. Gen. Bus. Law § 349, Plaintiffs seek monetary relief against Defendant 

of statutory damages in the amount of $50 for each plaintiff or actual damages in an amount to be proven 

at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available under the 

law. 

COUNT XII 
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On Behalf of the Ohio Consumer Protection Subclass 

For Damages Under Ohio Consumer Protection Law 

159. Plaintiffs incorporate ¶¶1-97 by reference. 

160. Ohio Rev. Code Ann. § 1345.02 broadly prohibits unfair or deceptive acts or practices in 

connection with a consumer transaction. 

161. Plaintiffs are “consumers” as that term is defined in Ohio Rev. Code Ann. § 1345.01(D) 

and their relationships with Facebook and Instagram are a “consumer transaction” within the meaning of 

Ohio Rev. Code Ann. § 1345.01(A). 

162. Defendant is a “supplier” within the meaning of Ohio Rev. Code Ann. § 1345.01(C). 

163. Defendant’s conduct constitutes an act or practice declared to be deceptive or 

unconscionable by rule and by the decisions of the courts of Ohio. Pursuant to Ohio Rev. Code Ann. § 

1345.09, Plaintiffs seek monetary relief against Defendant of statutory damages in the amount of $200 for 

each plaintiff or actual damages in an amount to be proven at trial, as well as injunctive relief, attorneys’ 

fees, and any other just and proper relief available under the law. 

COUNT XIII 

On Behalf of the Oklahoma Consumer Protection Subclass 

For Damages Under Oklahoma Consumer Protection Law 

164. Plaintiffs incorporate ¶¶1-97 by reference. 

165. The Oklahoma Consumer Protection Act declares unlawful, inter alia, the following acts 

or practices when committed in the course of business: making a “misrepresentation, omission or other 

practice that has deceived or could reasonably be expected to deceive or mislead a person to the detriment 

of that person” and “any practice which offends established public policy or if the practice is immoral, 

unethical, oppressive, unscrupulous or substantially injurious to consumers.” Okla. Stat. Tit. 15, §§ 752–

753. 
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166. Plaintiffs are “persons” under Okla. Stat. Tit. 15, § 752. 

167. Defendant is a “person,” “corporation,” or “association” within the meaning of Okla. Stat. 

Tit. 15, § 751(1). 

168. Plaintiffs’ relationships with Facebook and Instagram are a “consumer transaction” within 

the meaning of Okla. Stat. Tit. 15, § 752.  

169. Defendant’s conduct occurred in the conduct of trade or commerce within the meaning of 

this statute.  

170. Pursuant to Okla. Stat. Tit. 15, § 761.1, Plaintiffs seek monetary relief against Defendant 

of statutory damages in the amount of $2,000 for each plaintiff or actual damages in an amount to be 

proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available 

under the law. 

 

COUNT XIV 

On Behalf of the Utah Consumer Protection Subclass 

For Damages Under Utah Consumer Protection Law 

171. Plaintiffs incorporate ¶¶1-97 by reference. 

172. The Utah Consumer Sales Practices Act (Utah CSPA) makes unlawful any “deceptive act 

or practice by a supplier in connection with a consumer transaction,” including but not limited to indicating 

that the subject of a consumer transaction has sponsorship, approval, performance characteristics, 

accessories, uses, or benefits, if it has not; indicating that the subject of a consumer transaction is of a 

particular standard, quality, grade, style, or model, if it is not; and “indicat[ing] that a specific price 

advantage exists, if it does not.” Utah Code Ann. § 13-11-4. 
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173. Defendant knew, or had reason to know, that consumers would rely on its failure to disclose 

the defects in its Facebook and Instagram products. Defendant therefore engaged in an unconscionable 

act within the meaning of Utah Code Ann. § 13-11-5. 

174. Pursuant to Utah Code Ann. § 13-11-4, Plaintiffs seek monetary relief against Defendant 

of statutory damages in the amount of $2,000 for each plaintiff or actual damages in an amount to be 

proven at trial, as well as injunctive relief, attorneys’ fees, and any other just and proper relief available 

under the law. 

COUNT XV 

On Behalf of the Virginia Consumer Protection Subclass 

For Damages Under Virginia Consumer Protection Law 

175. Plaintiffs incorporate ¶¶1-97 by reference. 

176. The Virginia Consumer Protection Act (Virginia CPA) lists prohibited “practices,” which 

include “[u]sing any other deception, fraud, false pretense, false promise, or misrepresentation in 

connection with a consumer transaction.” Va. Code Ann. § 59.1-200. 

177. Defendant is a “supplier” under Va. Code Ann.§ 59.1-198. 

178. Plaintiffs’ relationships with Facebook and Instagram are a “consumer transaction” within 

the meaning of Va. Code Ann. § 59.1-198. 

179. Defendant willfully and knowingly misrepresented or used false promises as to the safety 

of Meta Products to Plaintiffs. 

180. Defendant also willfully and knowingly omitted material facts as the harmful nature of the 

content on Meta Products that were explicitly designed to target Plaintiffs’ children.  

181. Pursuant to Va. Code Ann. § 59.1-204, and because Defendant’s conduct was committed 

willfully and knowingly, Plaintiffs seek monetary relief against Defendant of statutory damages in the 
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amount of $1,000 for each plaintiff or actual damages in an amount to be proven at trial, as well as 

injunctive relief, attorneys’ fees, and any other just and proper relief available under the law. 

PRAYER FOR RELIEF 

Plaintiff requests that the Court, after trial on the merits, grant the following relief and judgment: 

A. Certification of each of the proposed classes and subclasses described above;

B. Disgorgement of Meta’s unjust enrichment to the unjust enrichment subclass;

C. Damages, in the amount to be determined at trial, for the civil rights and state consumer

protection subclasses, as well as appropriate injunctive relief; 

D. An award of costs and legal fees;

E. Such other or further relief as may be appropriate.

JURY DEMAND 

Plaintiff hereby demands a trial by jury. 

Dated: September 26, 2022 

By: ___________________________________
SOCIAL MEDIA VICTIMS LAW CENTER 
Laura Marquez Garrett (SBN 221542) 
laura@socialmediavictims.org 
1390 Market St, Suite 200 
San Francisco, CA 94102 
Ph: 206-294-1348 

Christopher A. Seeger (pro hac vice anticipated) 
Christopher L. Ayers (pro hac vice anticipated) 
Nigel P. Halliday (pro hac vice anticipated) 
SEEGER WEISS LLP 
55 Challenger Road, 6th Floor 
Ridgefield Park, NJ 07660 
Telephone: 973-639-9100 
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Facsimile: 973-679-8656 
cseeger@seegerweiss.com 
cayers@seegerweiss.com 
nhalliday@seegerweiss.com 

Matthew P. Bergman (pro hac vice anticipated) 
matt@socialmediavictims.org  
Glenn Draper (pro hac vice anticipated) 
glenn@socialmediavictims.org  
SOCIAL MEDIA VICTIMS LAW CENTER 
821 Second Avenue, Suite 2100 
Seattle, WA 98104 
Telephone: (206) 741-4862 
Facsimile: (206) 957-9549 

Robert H. Klonoff (pro hac vice anticipated) 
klonoff@usa.net  
2425 S.W. 76th Ave. 
Portland, Oregon 97225 
Telephone: (503) 702-0218 
Facsimile: (503) 768-6671 
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